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We have implemented multi-state second-order perturbation theory (MS-CASPT2) in the ab initio multiple
spawning (AIMS) method for first-principles molecular dynamics including nonadiabatic effects. The
nonadiabatic couplings between states are calculated numerically using an efficient method which requires
only two extra energy calculations per time step. As a representative example, we carry out AIMS-MSPT2
calculations of the excited state dynamics of ethylene. Two distinct types of conical intersections, previously
denoted as the twisted-pyramidalized and ethylidene intersections, are responsible for ultrafast population
transfer from the excited state to the ground state. Although these two pathways have been observed in prior
dynamics simulations, we show here that the branching ratio is affected by dynamic correlation with the
twisted-pyramidalized intersection overweighting the ethylidene-like intersection during the decay process at
the AIMS-MSPT2 level of description.

1. Introduction

Ab initio molecular dynamics (AIMD) is a powerful way to
study molecular systems,1,2 especially for nonadiabatic events
or bond rearrangements that are difficult to describe with
empirical potentials. The ab initio multiple spawning (AIMS)
method3 has been developed as a means of including quantum
mechanical effects of the nuclei, especially those associated with
nonadiabatic transitions or “surface crossing,” in AIMD. The
AIMS method solves for the electronic and nuclear wave
functions simultaneously, as dictated by the molecular dynamics.
In principle, AIMS can be applied to any multiple electronic
state problem, as long as the underlying electronic structure
method can provide an accurate description of the rapid changes
in the electronic wave function during nonadiabatic events. In
practice, it is highly advantageous that analytic energy gradients
and nonadiabatic couplings are available to decrease the
computational effort. We have previously shown that AIMS can
be used with equation of motion coupled-cluster (EOM-CCSD)
and multireference configuration interaction (MR-CI) methods.1,4,5

Although these methods are expected to provide an accurate
description of the electronic structure, the lack of implemented
analytic expressions for the nonadiabatic coupling matrix
elements (since remedied6,7 in the case of MRCI) made extensive
applications with this level of electronic structure theory difficult.
Thus, we have often used state-averaged complete active space
self-consistent field8 (CASSCF) as the electronic structure
method paired with the dynamics in AIMS.9-11 Because
CASSCF does not describe dynamic electron correlation ef-
ficiently, CASSCF-AIMS requires careful calibration and
validation of the active space and the number of electronic states
included in the state averaging.12,13 An alternative method that
is now recognized as one of the most accurate and efficient wave
function-based techniques for excited electronic states is mul-

tistate second-order multireference perturbation theory
(MSPT2).14 The multistate variant allows the electronic states
to mix after dynamic correlation effects have been incorporated
through perturbation theory. This eliminates the “double-
crossing’ problems14 that plague single-state second-order
perturbation theory15,16 (SS-CASPT2).

Until recently, the lack of implemented analytic expressions
for the energy gradient and nonadiabatic coupling made it
difficult to apply MSPT2 within the AIMS context (although it
has been used for optimizations,17-19 which typically require
far fewer energy and gradient evaluations than dynamics). The
introduction of analytic gradients for MSPT2 wave functions20

has made it possible to consider MSPT2-AIMS simulations, and
we have reported excited state dynamics calculations.21 How-
ever, a remaining problem has been the lack of analytic
expressions for the nonadiabatic coupling vector. In this paper,
we show that only two projections of the nonadiabatic coupling
vector are actually necessary for AIMS and how these can be
efficiently determined using numerical finite difference tech-
niques. We exploit this to carry out MSPT2-AIMS simulations
of excited state dynamics for the ethylene molecule.

2. Theory

The AIMS method solves the electronic and nuclear Schrö-
dinger equations simultaneously using a time-dependent adaptive
nuclear basis set. The total wave function in AIMS is written
as a sum of products of electronic and nuclear wave functions

where the index I denotes the electronic state, φI(r;R) is the
electronic wave function of state I, �I(R,t) is the time-dependent
nuclear wave function associated with the Ith electronic state,
and the electronic and nuclear coordinates are respectively
referred to as r and R. The nuclear wave functions �I(R,t) are
each given as superpositions of frozen Gaussian basis functions22
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ψ(r, R, t) ) ∑
I

�I(R, t)φI(r;R) (1)
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centered on classical trajectories, i.e., “trajectory basis functions”
or TBFs

where NI(t) is the number of basis functions associated with
the Ith electronic state, cI

i(t) is the complex amplitude for the
ith TBF on the Ith electronic state, and Rj I

i(t), Pj I
i(t), and γI

i(t) are
the position, momentum, and phase that parametrize the frozen
Gaussian basis function. The position and momentum param-
eters of each of the TBFs are chosen to evolve according to
Hamilton’s equations for the associated electronic state, while
the phase evolves according to the semiclassical prescription.
Inserting the ansatz of eqs 1 and 2 into the time-dependent
Schrödinger equation yields the equations of motion for the
complex amplitudes that govern population transfer (both
interelectronic state and intraelectronic state)

where we have introduced the overlap, right-acting time
derivative, and Hamiltonian matrix elements given in an
orthonormal electronic basis as

The Hamiltonian operator in eq 4 includes both nuclear and
electronic terms and the nuclear kinetic energy and electronic
Hamiltonian operators have been denoted as T̂nuc and Ĥel,
respectively. The last two terms in the Hamiltonian matrix
element promote nonadiabatic transitions due to the breakdown
of the Born-Oppenheimer approximation

where F indexes the Cartesian nuclear coordinates and we have
defined the nonadiabatic coupling vector dbIJ. The effect of the
last term, GIJ

ij , is typically quite minor, and thus it is usually
neglected.

The kinetic energy, overlap, and right-acting time-derivative
matrix elements required in AIMS can be (and are) evaluated
analytically. However, analytic evaluation cannot be employed
for the potential energy and nonadiabatic coupling matrix
elements since there is no global analytic form for the potential
energy surface and/or coupling terms in AIMS. Thus, we use a

saddle-point approximation (SPA) to evaluate the potential
energy matrix elements

This is the first term in a Taylor expansion about the center
of the product TBF (Rcentroid) and is motivated by the localized
nature of the TBFs and TBF products. In principle, its accuracy
can be improved by including more terms in the Taylor
expansion. A similar saddle-point approximation is applied to
the nonadiabatic coupling matrix elements that promote inter-
electronic state transitions

where we have introduced a generalized velocity matrix element
VbIiJj and the nonadiabatic coupling matrix element is evaluated
at the centroid geometry.

From the above, it is clear that AIMS requires as input the
potential energy surface, gradients, and nonadiabatic coupling
matrix elements at up to NTBF

2 arbitrary nuclear positions
(coordinate centers of all TBFs and TBF pairs) for each time
step. The values of the potential energy surfaces and their
analytical gradients can be obtained with the MSPT2 method
as implemented, for example, in MOLPRO.23 Analytic expressions
for the nonadiabatic coupling vectors have not yet been
implemented, so we now consider how these can be evaluated
efficiently by finite difference. A key point is that, within the
saddle point approximation embodied by eq 7, we only require
a specific projection of the nonadiabatic coupling vector for any
given pair of TBFs. This projection is a dot product of the real-
valued nonadiabatic coupling vector with a complex-valued
“velocity” vector and thus two independent projections of the
nonadiabatic coupling vector are required to obtain the real and
imaginary parts. With this observation, it is clear that finite
difference is required along only two of the 3N possible
directions for each of the DIJ

ij matrix elements. Furthermore, the
localized nature of the TBFs ensures all of the off-diagonal
matrix elements, not only DIJ

ij but also the off-diagonal kinetic
and potential energy matrix elements, become negligible when
the two TBFs involved are distant in phase space. The absolute
value of the overlap matrix element between two TBFs, |〈�I

i|�J
j〉R|,

is easily computed and can be monitored to avoid calculating
potential energies when the final matrix element will be
negligible. If the absolute value of the overlap matrix element
for a given pair of TBFs falls below a numerical threshold, all
off-diagonal matrix elements between this pair of TBFs are
neglected. The energy gap between electronic states is also
monitored and nonadiabatic coupling vectors are only computed
if this gap falls below 0.6 eV (otherwise they are assumed to
be negligibly small). These thresholding procedures significantly
reduce the computational effort for the calculations.

The MS-CASPT2 wave function can be written as

�I(R, t) ) ∑
i

NI(t)

cI
i(t)�I

i(R;R̄I
i(t), P̄I

i(t), γI
i(t)) (2)

∑
Jj

SIJ
ij ċJ

j + SḃIJ
ij cJ

j ) -i ∑
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HIJ
ij cJ

j (3)

SIJ
ij ) 〈�I

i |�J
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i |
∂
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where φp
SS-CASPT2 are single-state CASPT2 wave functions that

will be recombined to form the MS-CASPT2 wave function,
CIp are the mixing coefficients, and M is the total number of
states which will be mixed. An effective Hamiltonian matrix
and the corresponding overlap matrix (HMSPT2 and SMSPT2) in
the space of SS-CASPT2 wave functions are constructed and
the resulting generalized eigenvalue problem is solved to
determine the mixing coefficients, as has been discussed
previously.14,24 The nonadiabatic coupling vector for the MSPT2
wave function is defined as

The integral in the second term in eq 9 can be further written
as

Straightforward numerical implementation of eq 10 can be
problematic because of the singular behavior of the CASSCF
nonadiabatic coupling (first term on the third line), which needs
to be canceled when CASSCF and MS-CASPT2 conical
intersections are not located at the same geometries. A more
stable approach is to work in the basis of diabatized CASSCF
states. In this case, one must ensure that not only the CASSCF
orbitals but also the CASSCF configuration interaction coef-
ficients are chosen to change smoothly with molecular geom-
etry.25 If the CASSCF states (and therefore also the SS-CASPT2
states, provided the perturbation is small) are diabatized
appropriately, all terms in eq 10 are effectively minimized and
can be neglected. The diabatic coupling terms between SS-
CASPT2 states are included in the off-diagonal elements of the
MS-CASPT2 calculations. Therefore, the dominant nonadiabatic
coupling contribution comes from the mixing coefficients at MS-
CASPT2 level. In this case, the final form for the numerical
nonadiabatic coupling between two adiabatic MS-CASPT2
states is

where we calculate the derivative of the mixing coefficient
numerically

Since only the projection is required in eq 7, the final
expression (shown for the real part only, the imaginary part is
analogous)

where ε is a small finite step size. We choose ε such that the
maximum atomic displacement is 0.01 bohr in this work.

The nonadiabatic coupling vector is used in three ways in
AIMS. First, it is used to construct the Hamiltonian matrix
elements as discussed above. Second, it is used to monitor
impending nonadiabatic events. Specifically, when the magni-
tude of the nonadiabatic coupling at the center of a TBF exceeds
a predefined threshold, the basis set is adaptively increased, i.e.,
spawning occurs. The lack of the complete nonadiabatic
coupling vector causes no difficulties here, because one can
instead monitor the magnitude of the nonadiabatic coupling
vector projected along the TBF velocity. The third way in which
the nonadiabatic coupling vector enters the AIMS formalism is
in the selection of the parameters defining the child TBF which
is spawned. We require that the classical energy of the parent
and child TBFs be identical in order to ensure classical energy
conservation in the long time limit when all TBFs have
separated. Some adjustment of the momentum for the child TBF
is typically needed to satisfy this constraint. There has been
considerable discussion of such momentum adjustment proce-
dures in related surface hopping methods,26 and the usual
procedure is to adjust the momentum along the nonadiabatic
coupling vector. This procedure has been justified semiclassi-
cally by Herman.27 The AIMS method is less sensitive to the
details of this adjustment procedure since the basis functions
have finite coordinate and momentum space width and popula-
tion transfer proceeds through the solution of the time-dependent
Schrödinger equation in this basis set. Furthermore, it is possible
to allow both position and momentum adjustments in AIMS,
and this freedom has been exploited recently to define an
“optimal” spawning algorithm.28 In the present work, we adjust
the momentum along the direction defined by the energy
difference gradient as a simple alternative to adjustment along
the nonadiabatic coupling vector. Such an adjustment has been

|φI
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used also in surface hopping methods previously29 and in the
present context avoids the need to compute all components of
the nonadiabatic coupling vector.

3. Results and Discussion

As a test case for AIMS-MSPT2, we investigate the photo-
dynamics of ethylene after πfπ* excitation. Ethylene is a
paradigmatic molecule for photoinduced cis-trans isomerization
in unsaturated hydrocarbons, and it has been studied extensively
both experimentally30,31 and theoretically.1,2,32 The absorption
spectrum of ethylene in the vacuum ultraviolet region is well
understood from both experimental33-35 and theoretical36-38

studies. A number of Rydberg states appear in the low energy
region, including at least one which lies below the πfπ* excited
state. It is commonly thought that the Rydberg states play a
minor role in the photochemical dynamics, but this remains to
be firmly established. The vertical excitation energy for the
πfπ* excited state is experimentally determined39 to be 7.66
eV.

In the AIMS simulations described here, we use the MS-
CASPT2 method with two electrons in two orbitals and state-
averaged over the lowest three singlet states with a 6-31G* basis
set, i.e., SA-3-CAS(2/2)-MSPT2/6-31G*. The vertical excitation
energy for the πfπ* state is 8.62 eV, a significant improvement
over the value of 10.12 eV obtained with the underlying
CASSCF wave function, i.e., SA-3-CAS(2/2)/6-31G*. The
improvement comes from inclusion of dynamic correlation in
MS-CASPT2. However, there is still some discrepancy between
the theoretical and experimental values. Angeli has recently
argued that this is due to contraction of the π orbitals after the
inclusion of dynamic electron correlation between σ and π
electrons.40 The chosen MS-CASPT2 wave function ansatz is
therefore limited to describing the valence states (N, V, and Z
in Mulliken nonmenclature41), but this is expected to be
sufficient for photochemical mechanisms.

The dynamics started from the bright ππ* state (S1 in the
MSPT2 ansatz used) and were followed for 250 fs. The final
results were obtained by averaging over 13 different initial
conditions generated by random sampling from the V ) 0
Wigner distribution in the harmonic approximation. After
vertical photoexcitation, ethylene relaxes by stretching and
twisting around the CdC bond. The molecule evolves further
to reach a region of high nonadiabatic coupling between the
excited and the ground states, where new nuclear basis functions
are spawned. Overall, 155 nuclear basis functions were spawned
during the simulation time, i.e., an average of 12 per initial
condition. More than 97% of the population is transferred to
the ground electronic state by the end of the simulations.

The electronic population as a function of time is shown in
Figure 1. Fitting to an exponential shows that the excited state
lifetime from MS-CASPT2 dynamics is 89 ( 3 fs. We have
also carried out AIMS simulations using the SA-3-CAS(2/2)/
6-31G* electronic structure method in order to assess the role
of dynamic electron correlation. The S1 lifetime from AIMS-
MSPT2 is somewhat shorter than the AIMS-CASSCF lifetime
of 110 ( 6 fs, also shown in Figure 1. In both AIMS-MSPT2
and AIMS-CASSCF, the ultrafast population transfer indicates
internal conversion via conical intersections. In fact, this has
been discussed extensively, and there are two classes of
intersections that are known to be important in the photodyna-
mics.1,2,9,13,32,42-44 The first class are twisted-pyramidalized
geometries where the molecule is twisted about the CdC bond
and pyramidalized about one of the C atoms. The second class
is comprised of ethylidene-like (CH3sCH) geometries where a

H atom has migrated from one side of the molecule to the other.
Minimal energy conical intersection (MECI) geometries for both
classes have been obtained at the MS-CASPT2 level using our
CIOpt penalty function based intersection optimization pro-
gram.19 The resulting MECI geometries for these two intersec-
tion classes are shown in Figure 2 along with superpositions of
the spawning geometries that fall into each of these classes.
The spawning geometries are defined as the centroid of the
spawned Gaussian basis functions and provide a picture of the
types of molecular geometries that dominate the nonadiabatic
transitions.

In the AIMS-CASSCF dynamics, the twisted-pyramidalized
and ethylidene-like conical intersections each account for about
half of the population that is transferred to the ground electronic
state. This result is in agreement with previous simulations of
ethylene photodynamics that either neglected dynamic electron
correlation13 or modeled it implicitly with reparameterized
semiempirical methods.32 Although the same general types of
intersections are involved in the AIMS-MSPT2 dynamics, the
partitioning between these is different based on our dynamics
data. Specifically, the twisted-pyramidalized intersection plays
a bigger role in the decay mechanism. This is shown in Figure
3, where the pie chart in the inset shows the distribution of
population transferred through the different intersections. As
can be seen from the spawning geometries collected in Figure
2, there is rarely any ambiguity concerning which type of
intersection is involved. However, for completeness, we note
that this classification was done by computing a best alignment
(by translation and rigid rotation) for each spawning geometry
with each of the two MECIs (twisted-pyramidalized and
ethylidene-like) and then assigning the type according to which
comparison led to the lowest rms deviation.

The upper panel of Figure 3 is a histogram of the amount of
population transferred as a function of the minimum energy gap
between S1 and S0 during a nonadiabatic event. The histogram
is separated out according to spawning events that proceed
through twisted-pyramidalized or ethylidene-like conical inter-
sections. In both cases, there is a propensity for increased
population transfer when the energy gap is lower, as expected.
However, dynamical effects are significant, and this is not a
simple exponential decay with energy gap. This shows that both
the energy gap and the manner in which the intersection seam
is approached are important in determining the efficiency of
population transfer. The lower panel of Figure 3 shows a similar
histogram, but with the average percentage of the parent basis
function population that is transferred instead of the absolute

Figure 1. Population transfer from the excited state to the ground state,
using SA3-MS-CAS(2/2)-PT2 (red and blue lines) and SA3-CAS(2/2)
(green line).
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population transfer. This might be expected to show a more
pronounced peaked character around vanishing energy gap.
However, it does not; if anything, the distribution is more nearly
uniform (up to a cutoff energy gap). Again, this highlights the
importance of dynamical effects in nonadiabatic phenomena.
The apparent cutoff energy is much higher in the case of the
twisted-pyramidalized intersection; there are nonadiabatic events
that transfer a significant fraction of the parent basis function
population even when the minimum energy gap accessed along
the center of the TBF is as high as 0.65 eV. This is in contrast
to the ethylidene-like intersection, where significant population
transfer is not observed for minimal energy gaps exceeding 0.35
eV. This may be related to the fact that the twisted-pyramidal-
ized intersection is strongly peaked, while the ethylidene-like

intersection is sloped. This bears investigation in the future, but
more initial conditions are needed for a detailed analysis. The
role of intersection topography in population transfer has been
previously discussed45-49 but remains incompletely characterized.

In Figure 4, we show dynamical results for two representative
TBFs that quench through the two different classes of intersec-
tions. The upper panel (Figure 4a) shows the time evolution of
bond distances between carbon and hydrogen atoms that are
not initially bonded. One of these distances suddenly drops from
about 2 Å to about 1 Å, indicating the formation of an
ethylidene-like structure and access to the ethylidene-like conical
intersection. The lower panel (Figure 4b) shows the time
evolution of the pyramidalization angle (defined in the inset)
of the most pyramidalized carbon atom. This angle evolves from
near zero to a large value, indicating pyramidalization of the
carbon atom and access to the twisted-pyramidalized conical
intersection.

After internal conversion to S0 through either of the eth-
ylidene-like or twisted-pyramidalized intersections, the ethylene

Figure 2. The two classes of S1/S0 intersections (twisted-pyramidalized and ethylidene-like), which are responsible for mediating electronic population
transfer in ethylene. In each case, we show the MECI optimized with MS-CASPT2 (licorice-style structure) and a representative subset of the
spawning geometries for the given intersection class (as a superposition of line structures).

Figure 3. Population transfer as a function of the minimum S1/S0

energy gap during each spawning event. (a) Absolute amount of the
population transferred via twisted-pyramidalized conical intersections
(solid blue column) and ethylidene-like conical intersections (dotted
blue column). The pie chart in the inset shows the fraction of population
transferred to S0 through the two different classes of intersections. (b)
Average efficiency of population transfer as a function of the minimum
S1/S0 energy gap during each spawning event for the two different
classes of conical intersections. The efficiency is defined as the
percentage of the parent TBF population which is transferred to its
child TBF after the spawning event.

Figure 4. Dynamics of ethylene on S1 for two representative trajectory
basis functions (TBFs). (a) TBF which quenches through ethylidene-
like conical intersections. The time evolution of the CsH bond distances
are shown, emphasizing the migration of a H atom to form ethylidene.
(b) TBF which quenches through twisted-pyramidalized conical
intersections. The time evolution of the pyramidalization angle (defined
in the inset) is shown.

13660 J. Phys. Chem. A, Vol. 113, No. 49, 2009 Tao et al.



molecule is highly vibrationally excited and multiple dissociation
channels become energetically accessible. Previous experimental
studies50-52 pointed out four possible chemical dissociation
channels.

We observed both atomic and molecular elimination in the
AIMS-MSPT2 dynamics simulations. Representative examples
are shown in Figure 5. The upper panel (Figure 5a) shows
molecular elimination of H2 after quenching to S0, leading
directly to acetylene. The lower panel (Figure 5b) shows an
example where an H atom dissociates to form vinylidene. As
can be seen in the inset of Figure 5b, atomic elimination occurs
after quenching through an ethylidene-like intersection in this

example. The occurrence of atomic and molecular elimination
within our short simulation (200 fs) indicates that there may be
nonstatistical character to the ground state dissociation reactions.
This is supported by previous experiments,53 which showed
small angular anisotropy of the products of photodissociation
of ethylene and its isotopic variants. Furthermore, an equilibrium
Rice-Ramsperger-Kassel-Marcus calculation54 yields signifi-
cantly different results from experiments for the magnitude of
the branching ratio and the wavelength-dependence of the
molecular elimination channels.

We also investigated dynamics of deuterated isotopic variants
of ethylene, D2CdCD2 and D2CdCH2. Simulation parameters
are as described above for C2H4, with 15 initial conditions
sampled for each isotopic variant. Experiments have reported55,56

that the excited state lifetime is little affected by isotope
substitution, which is somewhat surprising given the large role
of hydrogen atom motion in the decay mechanism. As shown
in Figure 6, our AIMS-MPST2 simulations predict negligible
isotope effects (lifetimes vary between 89 and 110 fs for the
three isotopic variants), in agreement with the experimental
findings. Similar to ethylene, we observed H (D) and H2 (HD/
D2) elimination on S0 for both deuterated variants.

Conclusions

In summary, we have performed the first ab initio molecular
dynamics using multistate second order perturbation theory (MS-
CASPT2) with ethylene photodynamics as a test case. The
results for ethylene are consistent with previous studies, but
dynamic correlation effects lead to a shorter excited state lifetime
and a higher preference for decay through twisted-pyramidalized
conical intersections (as opposed to ethylidene-like conical
intersections). Numerous fast fragmentation reactions (both
atomic and molecular elimination) are observed on S0 within
200 fs of excitation, suggesting that nonstatistical effects are
important in determining the final branching ratios for the
possible ground state products. The AIMS-MSPT2 simulations
predict that isotope substitution has little effect on the excited
state lifetime, in agreement with experiments but somewhat
surprising given the intimate role of hydrogen atom motion in
the decay mechanism. The excited state lifetime predicted by
AIMS-MSPT2 (89 fs) is somewhat slower than the very fast
(10-40 fs) lifetimes found in recent experiments.31,55,56 It is
possible that the Rydberg states play some role in accelerating
the excited state decay, and this is a topic which bears further

Figure 5. Dissociation reactions on S0 after photoexcitation of ethylene.
(a) Molecular elimination of H2. The blue lines show the distances
between carbon and hydrogen atoms that are not bonded initially. The
red lines show the distance between the two departing hydrogen atoms,
indicating the formation of hydrogen molecule (The bond length values
are indicated by the left axis for blue and red lines). The dark green
lines (values indicated by the right axis) show the bond distance between
the departing hydrogen atoms and the carbon atom to which they were
initially bonded (b) Atomic elimination of H atom. Distances between
the carbon and hydrogen atoms which are not initially bonded are
shown. The inset shows a blowup of the dynamics in the first 10 fs
after the TBF was formed from quenching near a conical intersection.
Snapshots of the molecular geometries with selected bond lengths are
shown in both panels. The zero of time is the birth time of the spawned
TBF in both panels.

C2H4 + hV f HC≡CH + H2 (14-a)

f H2C≡C: + H2 (14-b)

f H2C ) CH · + H (14-c)

f HC≡CH + 2H (14-d)

Figure 6. Excited-state population as a function of time for isotopomers
of ethylene. Excited-state lifetimes obtained from a single exponential
fit are denoted in the inset. Isotope substitution has little effect on the
excited state lifetime in ethylene.
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investigation now that it is possible to carry out AIMS-MSPT2
simulations that include nonadiabatic and dynamic correlation
effects.

The use of MS-CASPT2 in AIMS enables us to treat the
electronic structure more accurately, especially when dynamic
correlation is expected to be important in dynamics. We have
outlined an approach which does not require evaluation of the
full nonadiabatic coupling vectors, but instead uses finite
differences along at most two directions for each trajectory basis
function. This approach may be more effective than full
evaluation of nonadiabatic coupling vectors even when these
are available analytically since it avoids the necessity of solving
the full coupled-perturbed CASPT2 equations.
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